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Abstract

The development of technology has allowed
for vast amounts of data to be available online
and this increased the needs of making these
data structured and categorised. Automatic
news classification is the task of categorising
news article according to their topics. This pa-
per evaluates and compares some of the most
widely used deep learning models for classifi-
cation tasks - vanilla RNN, LSTM, GRU, Bi-
GRU, and fine-tuned BERT with a linear clas-
sification layer. These models are trained, val-
idated, and tested on the BBC News dataset
consisting of five categories: business, en-
tertainment, politics, sport, and technology.
The performance of each model is evaluated
by analysing five evaluation metrics: confu-
sion matrix, accuracy, precision, recall and F1-
Score. The results show that the fine-tuned
BERT model significantly outperforms other
RNN-based models. BiGRU came close with
BERT in terms of performance but has 25
times faster inference times and significantly
less number of parameters.

1 Introduction

As technology develops and vast amounts of data
are digitalised, there are uncountable amounts of
text data from a variety of sources. This volume
of text is an inestimable source of information and
knowledge that are in unstructured forms (Shah
et al., 2020). Therefore, it is important to con-
vert these data into structured form and acquire its
meaning. Automatic text classification is a classical
NLP problem that involves assigning documents to
a class and is used in a wide range of applications
such as spam detection, news topic classification,
and sentiment analysis. This paper will analyse
multi-label text classification techniques under the
context of news topic classification which has sig-
nificant use cases such as personalised news recom-
mendations (De Clercq et al., 2020). The focus will

be on deep learning-based classification which in-
volves leveraging the content of the article to gain a
deep textual understanding of the news and assign
it a topic from a list of pre-defined classes.

1.1 Traditional Machine Learning
Before the rise of deep neural networks, classical
approaches existed to deal with the problem of text
classification that extracted hand-crafted features
using the technique of Bag of Words, and then fed
the extracted features into a classifier such as a
Support Vector Machine (SVM) (Shervin Minaee
and Gao., 2021). However, these methods require
high-level engineering and computation.

Traditional machine learning techniques are
generally divided into 2 steps (Chi Sun, 2019):

1. Manual feature extraction

2. Feeding extracted features to a classifier to
make a prediction

For the manual feature extraction, a bag of words
(BoW) is commonly used where the occurrence of
each word is used as a feature for training a classi-
fier. An extension to BoW is n-grams which look
at the frequency of a group of n number of words
and therefore capture more meaningful features.

As for classifiers, there are several algorithms:
Naive Bayes, SVM, gradient boosting trees, and
random forest.

Although these traditional approaches have some
advantages of needing relatively less training data
to gives a decent performance, they possess some
limitations (Chi Sun, 2019). Firstly, the manual
feature extraction procedure requires tedious and
high-level feature engineering and analysis to ac-
quire decent performance. Furthermore, the man-
ual feature extraction is domain-specific and hence
difficult to generalise to new tasks. Unlike deep



learning-based feature extraction(pre-trained mod-
els), these models cannot utilise large amounts of
training data due to pre-defined features. Lastly, in
contrast to contextual embedding such as BERT,
manual feature extraction such as BoW (any n-
grams) are not robust to contexts.

1.2 Pre-trained Embeddings

Some of the most popular pre-trained embeddings
are the word2vec which was created by Google
in 2013 and trained on 6 billion words and GloVe
which maps the words into an embedding space and
the distance between words represents similarity.
The embeddings are responsible to create vector
representation of words such that similar words
share a similar representation (Qiu, 2020). One
disadvantage of the word2vec models is that they
do not capture any contextual information and this
problem was solved with the model ELMo which
came in 2018. In order to perform even better in
the classification task, one intermediate but very
useful step is the contextual representation of the
document. We introduce BERT which is a pre-
trained model created by Google on Masked Lan-
guage Model Task and Next Sentence Prediction
Task using a large corpus. It achieves state-of-the-
art performance on various NLP tasks using only
some fine-tuning. Another state-of-the-art model
that is currently being used for a various NLP tasks
is the Generative Pre-trained Transformer (GPT)
model and its later improvements GPT-2 and GPT-
3 (Shervin Minaee and Gao., 2021).

1.3 Aims

The primary aims of this study is to conduct a
comparative analysis of five deep learning-based
techniques: RNN, GRU, LSTM, BiGRU, and Fine-
tuned BERT for the task of news topic classifica-
tion. The performance of the different techniques
are evaluated and compared to reveal their strengths
and weaknesses.

2 Related Work

This section will review similar studies on auto-
matic text classification in the context of news ar-
ticles and identify the gaps in the current state of
research.

There are several comparative studies of news
classification with traditional machine learning-
based classifiers trained and evaluated on the BBC
news dataset. Hussain et al. (Hussain et al., 2020)

presented a comparative analysis of Naive Bayes,
Support Vector Machine (SVM), Random Forest
(RF), and K-Nearest Neighbours (KNN) classi-
fiers by evaluating their performance on the BBC
News Dataset with features extracted using TF-
IDF. The classifiers were evaluated on 20% of the
total dataset (80% used for training) correspond-
ing to 298 news samples using metrics including
confusion matrix, accuracy, precision, recall, and
F1-score. The study found the SVM model to be
the best performer with 98.3% classification accu-
racy.

Similarly, Shah et al. (Shah et al., 2020) carried
out a comparative analysis of Logistic Regression,
Random Forest, and K-Nearest Neighbours with
TF-IDF feature representation and evaluated the
classifiers on the 25% of the BBC News Dataset
(85% used for training) with five evaluation metrics
namely precision, accuracy, F1-score, support and
confusion matrix. The highest performing classifier
was found to be the Logistic Regression model with
an accuracy of 97%.

Both studies compare and evaluate the perfor-
mance of traditional machine learning-based clas-
sification models using TF-IDF feature representa-
tions on the BBC News Dataset and demonstrate
high performances in terms of classification accu-
racy.

Similar studies on traditional machine learning-
based models have also been carried out on dif-
ferent news article datasets. Katari and Myneni
(Katari and Myneni, 2020) conducted an empiri-
cal study by implementing and evaluating Naive
Bayes, SVM, and Artificial Neural Network mod-
els on Azerbaijani news articles which consists of
150000 labeled articles. Moreover, Suleymanov
et al. (Suleymanov et al., 2018) reviewed various
machine learning-based classifiers on numerous
datasets including Fudan University news (Chi-
nese), Azerbaijani news articles and a corpus of
Bahasa Indonesian news portals.

Some previous research (Lindén et al., 2018)
(Shahi and Pant, 2018) analysed the performance of
deep neural network models on news classification.
However, these studies compare DNN classifiers
with traditional ML classifiers rather than compar-
ing and evaluating the different DNN classifiers.
Moreover, the depth and complexity of the DNN
models used was generally low. More importantly,
the authors rely on either manual feature extraction
techniques such as TF-IDF or non-contextual word



embeddings such as word2vec which are not state
of the art approaches.

As shown by reviewing numerous related work,
most of the research on news classification focuses
on traditional machine learning methods such as
Naive Bayes and SVM. Although there exists some
comparative analysis research on deep learning-
based classifiers, they do not implement state of the
art methods. Deep learning approaches have shown
a significant improvement in many NLP tasks and
are able to achieve state of the art performance due
to its contextual feature extraction and therefore it
is important to analyse and compare deep learning
models in the context of news classification. This
paper aims to address the gap in current research
by carrying out a comparative analysis of news
classification using deep learning-based models in
conjunction with state of the art approaches.

3 Methodology

In this section we describe the five deep learning-
based models which we implement and evaluate
for news classification task.

3.1 RNN
A fundamental and basic neural network that is
well known for its use in NLP tasks is RNN (Re-
current Neural Network). They are able to detect
word dependencies in text and store information
about the sequence. Its cell can be seen at 2. Un-
fortunately, RNNs have some disadvantages that
can cause problems during training which results in
unstable and non-optimal performance. Due to its
nature, RNNs are very computationally slow and
they suffer from vanishing gradients and exploding
gradients for long data sequence. Due to the chain
rule during training with Back Propagation through
time (BBTT), the longer the data sequence is, the
gradient tends to zero which causes the effect of
vanishing gradients. As a result, the weights of the
model will not be updated and the model will not be
able to learn long term dependencies (Sherstinsky,
2020).

3.1.1 LSTM
As mentioned previously, vanilla RNN has some
limitations so a variant called LSTM is used to
address these problems. LSTM stands for Long
short-term memory which has three gates. First,
the Forget Gate which i responsible to decide which
information to keep from the cell state and which
to ”forget” (remove). Next is the Input Gate which

decides what new information to store inside the
cell state. The last gate is the Output Gate which
controls the output of the hidden state that will
be fed inside the next LSTM cell. This variant
of LSTM better captures the limitations of vanilla
RNN on long dependencies in a text. LSTM using
addresses the problem of vanishing/exploding gra-
dients by introducing the three gates stated before
and a memory cell to remember information over
a long period of time (Shervin Minaee and Gao.,
2021). The disadvantage of LSTM models is that
they are computationally expensive, due to its high
complexity using the three gates states above.

3.1.2 GRU
A more efficient variant of LSTM is the Gated Re-
current Unit (GRU). The reason it is more efficient
than LSTM is because it uses two gates instead of
three, the update gate and the reset gate. GRU is
more computationally efficient and needs less com-
puting power than LSTM and it is still as powerful
as an LSTM. In the GRU setting the update gate
generalises the purpose of the input and the for-
get forget gate of an LSTM (Gruber and Jockisch,
2020). However, GRU’s also have some disad-
vantages such as slow convergence rate and low
learning efficiency. This has as a result a longer
training time and the possibility of under-fitting
(Xin Wang, 2019).

3.2 BiGRU

The clear disadvantage of non-bidirectional RNN
is that the information from the early time step gets
faded away, resulting loss of information. However,
tasks like text classification have to be able to see
global features equally. Hence, we used Bidirec-
tional Gated Recurrent unit for GRU. Bidirectional
models are very popular because by learning repre-
sentations from both the past and the future helps
the model to capture useful contextual meaning
of the input text. In addition, this will eliminate
any possible misconceptions that might occur by
learning only from one direction (Tran et al., 2019).

3.2.1 BERT
BERT, which stands for Bidirectional Encoder Rep-
resentations from Transformers, is a language rep-
resentation model proposed by Devlin et al. (De-
vlin et al., 2018). The BERT model uses a multi-
layer bidirectional Transformer encoder and is com-
prised of two steps: pre-training and fine-tuning
(González-Carvajal and Garrido-Merchán, 2020).



Figure 1: Model Architecture for RNNs

Figure 2: RNN

The pre-training step involves training the model
on a large unlabelled dataset over different pre-
training tasks. The fine-tuning step makes use of
transfer learning and initialises the BERT model
with the pre-trained parameters. This model is then
fine-tuned using task-specific labelled data. With
this approach, BERT is able to achieve state of the
art performance in many tasks (Devlin et al., 2018)
with less data and computation time than traditional
models. Finally, a single linear layer is added on
top for classification.

4 Experiment

We investigate the different techniques: RNN,
LSTM, GRU, BiGRU, BERT for the task of news
topic classification.

4.1 Dataset

The dataset we use to train, validate and test the
different models is the BBC News Dataset (Greene
and Cunningham, 2006), provided for bench mark-
ing use in machine learning research, which con-
sists of 2225 documents from the BBC News web-
site from 2004-2005. The documents are labelled
under the following five categories: business, en-
tertainment, politics, sport, tech. The class distribu-
tion is shown by Figure 3.

4.1.1 Pre-processing
We perform basic pre-processing by concatenat-
ing the article title and body text and converting
them to lowercase. The text is also truncated to
ensure that it does not exceed a maximum of 200

Figure 3: Class distribution of BBC News Dataset

tokens. Moreover, the categories are converted into
integer labels numbered from 0 to 4. We have not
applied rigorous pre-processing techniques such as
stop word removal, stemming, and lemmatisation
because the purpose of our study is to compare the
different classification models rather than trying to
achieve the highest performance.

4.1.2 Data Split

From the full dataset of 2225 articles, 80% is used
for training, 10% is used for validation and the
remaining 10% which corresponds to 225 samples
is used for testing and evaluation.

4.2 Environment

We used Google Colab with K80 GPU for training
and inferencing models and used Pytorch, Hugging
Face Transformers and torchtext for model imple-
mentations, which contain various pre-trained word
embeddings and language models such as BERT.

4.3 RNNs

The RNN models are trained with Adam Optimizer
with learning late 1e-4. Since it is a classification
task, we chose our objective function as cross en-
tropy function. However, we’ve noted that there
was a slight class imbalance in the dataset. To re-
solve class imbalance issue and train much robustly,
we used Focal Loss proposed by (Lin et al., 2017)
for BiGRU.

Lfocal = −
n∑
i=1

αi(1− qi)γLce



where Lce is cross entropy, α and γ are hyper-
parameters for class weights and penalty on hard
examples respectively. During our experiment,
we have set α as [0.8,1.0,1.0,0.8,1.0] and γ as
2. Furthermore, unlike other RNN models, we
used GloVe (Global Vectors for Word Representa-
tion) pre-trained word embeddings. This provided
a boost in classification accuracy as it allowed the
model to focus more on classifying difficult exam-
ples and minority classes correctly compared to a
standard cross entropy loss.

4.4 Fine-tuned BERT
The BERT-base model (Devlin et al., 2018) with
12 transformer blocks, a hidden size of 768, 12 self-
attention heads, and a total of 110M parameters
was fine-tuned with the Adam Optimizer using the
following hyper parameters.

Epochs Batch Size Learning Rate
4 16 2e-5

The optimal hyper parameter values were se-
lected based on an exhaustive search from a set of
values that were found to work well for fine-tuning
the model (Devlin et al., 2018).

5 Results and Discussion

As explained in the methodology section, we eval-
uated various RNN models including Vanilla RNN,
GRU, LSTM, BiGRU and a fine-tuned BERT
model with a linear classification layer. Table 1
shows that the fine-tuned BERT model achieved
an impressive 98.2% classification accuracy on the
unseen test set which clearly demonstrates highest
performance on the dataset out of other compara-
tive models. It is also notable to see that BiGRU
with Focal loss achieves sub-par results compared
to BERT and outperforms other RNNs by large
margins.

Table 2 shows the number of parameters for each
model. Since GRU and LSTM have more number
of gates, they have much larger number of param-
eters compared to vanilla RNN. Out of all mod-
els, BERT has the highest number of parameters,
around 25 times larger than other models. On the
other hand, BiGRU with Focal loss only leads to
small increase in the number of parameters com-
pared to non-bidirectional RNNs while outperform-
ing them significantly.

Figure 9 shows the validation loss for each
model. Due to early stopping function, each model

Figure 4: Validation loss

has a different number of steps. As can be seen,
RNN has the highest loss out of all models and is
also overfitted relatively quickly. GRU and LSTM
are both non-bidirectional and it shows GRU is
slightly better than LSTM, which shows that GRU
is more efficient and effective compared to LSTM.
Hence, we implemented BiGRU with Focal Loss,
which resulted in the lowest validation loss and
converged much quicker compared to other RNN
models. This proves that bi-direction in RNN gives
richer features by emphasizing the latter informa-
tion too. Although BERT has slightly higher loss
compared to BiGRU in the figure, it is not possible
to directly compare as BERT was fine-tuned for
only 4 epochs.

6 Conclusion

In this research report, we introduced various
current text classification techniques ranging from
vanilla RNN to fine-tuned BERT and provided a
qualitative and quantitative analysis of the models
on the BBC News dataset. The results have shown
that BERT significantly outperforms every other
RNN model. While BERT achieved the highest
performance, it also had the longest inference
time and the largest number of parameters. This
may not be ideal in many practical applications
that require high performance and real-time
processing in low-powered devices. This gives
BiGRU an advantage over BERT as it achieved
sub-par results with only about 1

6175 number of
parameters and 25 times faster inference compared
to BERT. Therefore, BERT may be preferred
in situations that require high performance in
high-powered devices; whereas, BiGRU may be
preferred in low-powered devices. Although we
have conducted an intensive comparative analysis



Models Accuracy Precision Recall F1-score
Vanilla RNN 0.462 0.445 0.446 0.444
GRU 0.839 0.830 0.829 0.829
LSTM 0.798 0.793 0.793 0.800
BiGRU 0.969 0.967 0.966 0.966
Fine-tuned BERT 0.986 0.988 0.984 0.986

Table 1: Test results

Models No. of parameters
Vanilla RNN 12695
GRU 14743
LSTM 15767
BiGRU 17815
Fine-tuned BERT 110M

Table 2: Number of parameters

Models Inference time (ms)
Vanilla RNN 4.33
GRU 4.80
LSTM 4.66
BiGRU 7.95
Fine-tuned BERT 195.90

Table 3: Inference time

on various models, our research does not include
analysis on current state-of-the-art networks such
as XLNet (Yang et al., 2019). It is also arguable
that the dataset we used in this research may be
considered a relatively easy task. For future work,
we could include more state of the art networks
and evaluate using a more variety of datasets with
varying sizes and difficulties for a more robust
evaluation.
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Figure 8: Confusion matrix: BiGRU+Focal

Figure 9: Confusion matrix: Fine-tuned BERT


